Introduction to




=
=
-
O
=
=
O
-
-
=
-
O
<
-
>
<

onte Carlo and

ce at Georgia Tech,
roducts and Chemicals.




Outline




Bayesian statistics are based on “subjective” rather than
“objective” probability




Classical View of Probability
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Likelihood Principle

« Example: X=8 --- source?
* b(8:0.4, 20) = 0.18
* b(8;0.2, 20) = 0.02

 Either possible
 First more likely




Likelihood (Discrete Sample)




Likelihood for continuous

Which distribution is more likely when X = 13?
* For sample x = 13 Normal, StDev=2

 Normal( 12.5, 4)
« f(13: 12.5, 4) = 0.19

 Normal (10, 4)
* f(13: 10, 4) = 0.065




MLE for Continuous (Normal)




Classical Statistics: Summary




Bayes Theorem useful, controversial (in its day), and the bane of
introductory probability students. Sometimes known as “inverse
probability”







Bayes Theorem Il: Conditional Probability




Bayes lll: The Theorem










Proportionality




Updating Posterior




High Density Intervals (HDI)

» Summarizing Posterior Distribution
» High Density Intervals
* Probability content (e.g., 95%)

» Region with largest density values
» Similar for symmetric (e.g., normal)
« May differ for skewed (e.g., Chi-squared)
» Special tables may be required
 Source: Krusche, p. 41

. |S:|)3ecial tables for HDI (e.g., inverse log




Bayes Ana




Beta Prior for Proportion Success

 Uncertain roportion success
Uncerta ty about prop Distribution Plot

(“) Beta

« Similarity to likelihood

» “Uninformative” prior

7% (1 —m)f1

p(m) = B(a.B)

I'(e)T(B)
I'(a + B)

B(a,pB) =
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Beta Prior for Proportion Success

5
/ 4
2 3
=
C
Q
a

E[M] = ﬁ
ap

Var(Il) = U +5+ 1)




Example: Small Poll

* Prior .
» “Worth” sample 20 Bo = (1 —my) ng
- Estimated Mean 25% 4
° ag+ Bo
« Sample
« Sample size 100
» Vote favorable 40 (40%)
X+ ag be n

Example: Prior( 5,15) and Sample x=40 with n=100
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Results: Normal-Normal




Example: Carbon Dating |




Carbon Dating |l




Normal-Normal (Multiple Samples)




Results: Multiple Samples




Example: Men’s Fittings







Conjugate Prior for Normal Variance

* Inverse chi-squared
distribution

 Exact match not critical
(likelihood will dominate)
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Figure 2.1 Examples of inverse chi-squared densities.




General Approach Hypothesis Tests




Hypothesis Tests --- General
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Summary and Conclus







