
A Comprehensive Study on the Use of AI-
driven Autonomous Systems in Dynamic 
Environments for Military Applications 

Vineetha Menon

Big Data Analytics lab, Department of Computer Science

University of Alabama in Huntsville, AL

1



Motivation

● How can we better understand the topology of the dynamic 

operational environment?

● How can we leverage AI-driven robotic/autonomous systems 

for automated remote target detection and decision support in 

dynamic battle environments? 

● Need for reliability and feasibility studies on the utility of 

AI/ML-driven autonomous vehicles as critical decision support 

systems for better terrain mapping and enhanced mission 

success goals.
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Challenges: Man Vs. Machine
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Role of AI-driven Autonomous vehicles
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AI/ML dynamic environment simulation  
● Active research on Unity environmental design for simulation of various 

autonomous human-AI interaction scenarios: 

● Great for proof-of-study of dynamic environment behaviors

● Unity environment research capabilities:

✓ Interfaces are customizable with external support software for 3D-modelling 

of environment variables such as buildings

terrain, obstacles, weapons,…

✓ Investigate fully/partially autonomous 

system design, reliability,

human-AI trust behaviors,…

✓ AR/VR friendly
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Challenges: AI/ML dynamic environment 
simulation  
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Real time AI-driven decision making 
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Reliability Challenges: AI/ML dynamic 
environment detection
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Real time AI-driven decision making: 

➢ How to train AI model to identify exhaustive categories of targets of 
interest? 

➢ What are its implications of AI model training on the reliability of  
identification of targets of interest in the real world?

Effects of 
shadow, rotation, 
lighting,…



Feasibility Challenges: AI/ML-driven 
autonomous vehicles - Real world

● Current technological challenges:

➢ Intensive hardware requirements (memory and computation) for Big 

Data processing for UAV-sensor platform-based data collection, data 

processing and AI/ML driven analyses.

➢ Identification of terrain for navigation of drones/autonomous vehicles 

in challenging environments, e.g. battlefields, disaster-relief 

scenarios,…, where GPS location information is unavailable. 
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Proposed Approach

Solution: Transparent AI/ML decision support systems

→ How does transparent AI/ML decision making support systems 

empower better understanding of the operational environment 

and mission success?

→ Can transparent AI/ML decision support system increase user 

attention through automated identification of filtered ‘important’ 

environment entities such as trees, humans, buildings, 

weapons,...?

→ How does transparent AI/ML decision making support systems 

improve user interaction with the environment for better 

situation awareness? 
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Experimental Results

➢Evaluation of AI models: All models were trained 

on images from ImageNet, Garry’s mod, ARMA 3 and 

Unity simulation environments

➢Each object is tested in a scene both with and 

without a background obstacle

➢The below AI models were evaluated in this 

experiment:

▪ VGG-16 with batch normalization

▪ ResNet-101

▪ Inception V3

▪ GoogleNet

▪ AlexNet
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Experimental Results
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Conclusions

Feasibility of the use of AI-driven autonomous vehicles are 
heavily reliant on the applications-specific and the necessary 
hardware or technology limitations.

Reliability of AI-driven autonomous vehicles or systems have to 
address domain specific Big Data analyses challenges. The AI 
models have to be trained on an exhaustive categories of 
targets of interest for real-world adoption. 

Transparent AI/ML system design for decision making in 
autonomous  systems can enhance system reliability and user-
trust in the AI-based automated target detection or decision 
making process. 
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Questions???
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