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Introduction
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Reliability Engineering

• Provides the theoretical and practical tools to assess Reliability through associated artifacts 
(FMEA’s/FMECA’s, RBD’s, FTA’s, etc.) [1]

• Often underutilized by programs
• Cost and schedule overruns, mission failure, loss of life, etc.

“After the tragedy of the Apollo 1 fire, the reliability of 
Apollo was made central by an engineering culture…”

– Jones, Reliability and Failure in NASA Missions, 2015

“The SSME reliability growth analysis was developed post 
the Challenger accident and has been used since then.”

– F. Safie, NASA Applications and Lessons Learned in RE, 2012

“a lot of the lessons from Webb are what not to do.”
– R. Barron, $9B of Reliability Lessons from the JWST, 2022

“To a significant extent, the success of the 
NERVA program…was made possible 
through effective implementation of the 
Product Assurance Program Plan. The fact 
that there were very few technical setbacks 
in a program of such complexity, where so 
much could go wrong, is due to the detailed 
planning of Reliability and Quality Control 
activities, which anticipated problems in 
time to prevent them from becoming 
serious.”

- Technical Summary Report of NERVA Program, 1972
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Challenges to Reliability Engineering [2]

• Time-Consuming, Manual, & Document-Centric 
• Ambiguous Terminology & Interpretation between Reliability, Risk, and Safety
• Lacks Traceability to Design & Development Aspects

Concept Development Production
Utilization & 

Support
Retirement

Risk-Informed Decision Making (RIDM)

Design for Reliability (DfR)

Reliability-Based Design Opt. (RBDO)

Reliability-as-an-Indep. Variable (RAIV)

Reliability Growth Modeling (RGM)



Introduction
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Lacks Traceability to Design & Development Aspects

Systems Engineering 
(SE)

Design Engineering
(DE)

Integration & Test
(I&T)

The usefulness of Reliability Engineering needs to be explicitly illustrated to the 
three major engineering specialties

Challenges to Reliability Engineering [2]

• Time-Consuming, Manual, & Document-Centric 
• Ambiguous Terminology & Interpretation between Reliability, Risk, and Safety
• Lacks Traceability to Design & Development Aspects

Interdependencies



Systems Engineering & Reliability
Currently:
• Also an often underappreciated discipline

• Highly subjective → Cultural shift towards Model-Based Systems 
Engineering (MBSE)

• Reliability is recognized as a crucial part of program success, but 
is consistently under-valued as a “number crunching exercise”
• e.g. classified as a “non-functional” requirement or a “specialty discipline”

Opportunities from RE:
• Improved traceability between SE & RE artifacts offers a means 

of quantifying SE & supporting program-level decision making
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“[Reliability] is one of the most vital SE Decision Support 
activities…‘The single most important factor that 
differentiates between effective and ineffective 
implementation of a reliability program is timing of the 
reliability effort.’”

– 2015, Wasson, System Engineering Analysis, Design and Development
Chapter 34 of 34

Early Qualitative Failure Modes Analysis can Significantly 
Impact/Improve the Conceptual Design

RE Products:
Failure Modes

Failure Mechanisms

Predicted Reliabilities

SE Products:
Requirements Diagrams

Composition Diagrams

Functional Diagrams



Design Engineering & Reliability

Currently:

• Generate physics-based solutions that meet SE requirements

• Still highly deterministic → Safety factors are insufficient

• Most physics-based modeling tools solely evaluate performance

• Reliability highly confused with risk or safety engineering

Opportunities from RE:

• Qualitative analysis for large-scale design changes (prior SE example)

• Quantitative analysis for small-scale design changes
• Physics of Failure (PoF)

• Uncertainty Consideration & Reduction

• Example: Ansys Sherlock tool for incorporating PoF into circuit board 
design
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The Problem with Safety Factors

Failure Area

f 
(x

)

Same safety 
factor, different 

reliability

“Performance of an NTP engine depends on the ability to 
demonstrate that the fuel can reliably operate”

- Options for SMART Testing for NTP, January 2022



DESIGN
CHANGES

[11]

Integration and Test & Reliability

Currently:

• Highly separated from the DE & SE processes 
→ No clear, formalized methodology

• Testing quickly settles into a Test-Fail-Fix routine
• The purpose of testing becomes identifying failure modes

• Reliability verified by demonstration, tracked via reliability growth

Opportunities from RE:

• RE can be used to formalize the I&T process and 
explicitly integrate it with SE & DE specialties
• The purpose of testing becomes uncertainty reduction

• Use design reliability to drive the test program
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stress strength

Failure Area

f 
(x

)

Stress-Strength Interference Theory



Ontological Formalization of the I&T Process

9

Systems Engineering Inputs:
• Requirements to be verified

Design Engineering Inputs:
• Physics-based models

Test Planning:
• Test Purpose
• Test Result
• Test Method
• Test Process

Analysis Planning:
• Computational Model
• Simulation Process
• Analysis Result

Test Analysis Decision*

Measurement*

Data*

Test Result

Simulation/ 
Calculation*

Data*

Analysis Result

* Indicates a source of uncertainty and opportunity for reduction

Confidence in 

Requirement 

Verification

SE/DE

I&T DE/I&T SE

Experiment* Model*



Marriage of Specialties through ReDDT 
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Concept of Reliability-Driven Design and Test (ReDDT) as the Bridge Between Specialties

Systems Engineering

Integration & TestDesign Engineering

Reliability-Driven 
Design and Test 

(ReDDT)

- Reliability-Based Design Optimization (RBDO)
- Design for Reliability (DfR)

- Reliability Growth Modeling
- Accelerated Life Testing (ALT)
- Reliability-as-an-Independent Variable (RAIV)

- Risk-Informed Decision Making (RIDM)



Reliability-Driven Design & Test (ReDDT)
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System-Level FMECA

System-Level Reliability 

Mathematical Model

Component Failure Modes

Reliability Allocation

Component Failure Modes

Reliability Prediction

Compare Allocated and Predicted 

Reliabilities

System-Level Conceptual Design

& Functional Requirements
System-Level Reliability 

Requirements

Adjust Stress-Strength Curves

• Redesign

• Testing

• Quality/Manufacturing

• De-rate/Modify Requirements

Component Failure Mode Analyses
• Historical Data

• Existing Test Data

• Subject Matter Expert Data

• Physics-Based Models

Stress-Strength Curves

stress strength

Failure Area

f 
(x

)

[FMECA – Failure Modes, Effects, and Criticality Analysis]

Step 1: Collect Inputs

The ReDDT Process Flow

Step 3: Adjust Until 
Requirements Met

Step 2: Compare 
Allocated & Predicted 
Reliabilities



Case Study 1: RS-25 (SLS Core Stage)
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Design Engineering

Test

ReDDT

Systems Engineering 

Overlaps (FoS-Based) No Overlaps (Margin-Based Design)
Affordability Modelling  

Framework for RS-25 
Engine in SysML [3-8]



Case Study 2: Nuclear Thermal Propulsion
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Design Engineering

Test

ReDDT

Systems Engineering 

Stress Mean Stress St. Dev. Predicted Reliability

90 30 0.610581

Strength Mean 20 0.663214

98.425 10 0.800246

Strength St. Dev. 5 0.954006

0

Reliability Verification 
through Minimal Full-
Scale Ground Testing



Conclusions
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• ReDDT helps bridge the disconnect between reliability, design & development, and integration & test 
artifacts

• This approach was demonstrated on two rocket engine cases (RS-25 Engines and NTP)

• The methodology can be suited generally for any complex system architecture

• Pursuance of ReDDT in a model-based environment (Model Based Systems Engineering) helps transform 
the document-based SE practices.

• Enables Perform SE based activities such as Requirements Verification efficiently.

Current/Future Investigations:

• Full implementation of ReDDT in SysML

• Design based improvements to RS-25 and NTP architectures, and its impact using ReDDT process flow
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Systems Engineering & Reliability
Currently:

• SE often an underappreciated specialty
• Highly subjective → Cultural shift towards Model-Based Systems 

Engineering (MBSE) to provide objectivity
• Reliability consistently undervalued as a “number-crunching 

exercise”

Opportunities from RE:

• Improved traceability between SE & RE artifacts offers a means 
of quantifying SE & supporting program-level decision making
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“[Reliability] is one of the most vital SE Decision Support 
activities…‘The single most important factor that 
differentiates between effective and ineffective 
implementation of a reliability program is timing of the 
reliability effort.’”

– 2015, Wasson, System Engineering Analysis, Design and Development
Chapter 34 of 34

RE Products:
Failure Modes

Failure Mechanisms

Predicted Reliabilities

SE Products:
Requirements Diagrams

Composition Diagrams

Functional Diagrams

If functional requirement is: “generate thrust”
 …then failure mode is “fails to generate thrust”

…and vice versa



Systems Engineering & Reliability
Currently:

• Also an often underappreciated discipline
• Highly subjective → Cultural shift towards Model-Based Systems 

Engineering (MBSE)
• Reliability is recognized as a crucial part of program success, but 

is consistently under-valued as a “number crunching exercise”
• e.g. classified as a “non-functional” requirement or a “specialty discipline”

Opportunities from RE:

• Improved traceability between SE & RE artifacts offers a means 
of quantifying SE & supporting program-level decision making
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“[Reliability] is one of the most vital SE Decision Support 
activities…‘The single most important factor that 
differentiates between effective and ineffective 
implementation of a reliability program is timing of the 
reliability effort.’”

– 2015, Wasson, System Engineering Analysis, Design and Development
Chapter 34 of 34

Initial FMECA can be automatically generated from first 
SE artifacts (requirements, structure, and behavior)RE Products:

Failure Modes

Failure Mechanisms

Predicted Reliabilities

SE Products:
Requirements Diagrams

Composition Diagrams

Functional Diagrams



Case Study 2: RS-25 (SLS Core Stage Engines)
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• High Performance, Reliability, and 
Versatility

• 16 engines to be upgraded and reused  
for immediate missions (Artemis I-IV)

• Highly Expensive, Requires Rigorous Test-
Fail-Fix (TFF) Cycles [3]

• Future variants of the engine will 
inevitably involve design changes [3-8]
• Engine needs to be recertified 

(provides an opportunity to pursue 
ReDDT to drive down number of 
tests) 

Affordability 
Model 

Framework

Functional and Behavioral Models
(Test Plans, Production, Start 

Sequences )

System Structural Models

System & Component 
Performance Models

Other Engineering Analysis 
Models

(Reliability, Cost, Risk)

Aspects of Affordability Modeling Framework in Development in SysML (Systems Modeling Language) [3-8]

Systems Engineering 

Design Engineering
Structural Failures Dominate the 
TFF cycle. [9]
- Insufficient Safety Factors

Test
How to inform a test plan if 
design changes are made?
(For instance: Additive 
Manufacturing (AM) utilization)



Case Study 2: RS-25 (SLS Core Stage)
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Design Engineering

Overlaps (FoS Based) No Overlaps (Margin based Design)

Using Structural Margin in Design to Enable Affordability in RS-
25 Upgrades [10]

Test

Surface Roughness in AM can be detrimental to RS-25 performance [7]

• Surface roughness effects 
needs to be incorporated 
into Reliability – Currently 
being investigated

• Helps in informed decision 
making for test 
planning/strategy

Affordability Modelling  Framework 
for RS-25 Engine in SysML

Requirements Modeling Structural Architecture

[3-8]

ReDDT

Systems Engineering 
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Risk, Safety, Reliability: The Fluffy Analogy

Risk

Fluffy is caught in the tree and there’s a chance Fluffy 
could fall and get hurt.

24

Safety

Prevent Fluffy from getting hurt.
Reliability

Prevent the branch from breaking.



Risk, Safety, Reliability: Premise

Risk

Fluffy is caught in the tree and there’s a chance Fluffy 
could fall and get hurt.

Defined by the triplets (Scenario, Likelihood, 
Consequence)

25

Safety

Prevent Fluffy from getting hurt.

Freedom from accident and loss Probability of performing the intended 
function (no failures), given a period of 

time, and conditions

Reliability

Prevent the branch from breaking.



Some NTP Reliability Perspectives

The reactor is not the least reliable subsystem[1,2]

The engine will require a secondary turbopump[2-6]

“Test-Fail-Fix” will not work for space nuclear systems[7-8]

26

NERVA Engine Component
Predicted
Reliability

Turbopump Assembly 55.6%

Instrumentation & Control 68.5%

Cooldown 88.1%

Fuel & Central Support Elements 97.0%

[1]



NERVA Prioritized Reliability – It worked.

NERVA created a new methodology rooted in reliability
◦ Start with highly reliable concept and improve from there

◦ Willing to lower engine performance to meet 
reliability requirements

Estimated only 8 additional full-scale tests (30 total)
to reach flight readiness with 99.5% reliability[10]

DESIGN
CHANGES

[11]

27

“We realized early in the nuclear propulsion program 
that the basic build/break mode was neither practical 
nor desirable.”

– W. W. Madsen, Nuclear Propulsion Systems Engineering, 1991



Nuclear Thermal Propulsion (NTP) Programs 
Seek to Minimize Full-Scale Ground Testing

Testing costs more

Lower tolerance for failure

How can we decrease the need for full-scale ground testing?

28



“Test-Fail-Fix” will not work for space nuclear systems

29

[17]

No rocket engine has been flown without extensive ground testing
◦ SSME required 37 attempts and 13 turbopump replacements to achieve 50% power level[12, 13]

◦ Test-Fail-Fix is a key driver of program cost[14-19]

Largest contributor to Test-Fail-Fix is redesign/eliminating failure modes[17]

◦ Reason 1: Reliability not considered until testing, then most testing is about improving reliability[11, 20-22]

◦ Reason 2: Physics-based modeling mostly neglects reliability[22,23]

◦ Reason 3: Safety margins are known to be an inaccurate substitute for reliability[8,17,24-27]

Space nuclear systems do not have the luxury of 
undergoing the extensive Test-Fail-Fix process

◦ Consequences of failure too severe – including loss of test stand



Adjusting the Means

Redesign:
◦ Fault Prevention & Tolerance

◦ Select higher TRL components

◦ Physics of Failure Modeling

De-rate/Modify Requirements:
◦ Select over-sized components

◦ Lower performance requirements (Isp, duration, etc.)

Quality/Manufacturing:
◦ Material selection

◦ Manufacturing technique (AM, casting, machining, etc.)

30



Decreasing the Variances

Redesign:
◦ Fault Prevention & Tolerance

◦ Select higher TRL/flight proven components

Testing:
◦ Accelerated Life Testing

◦ Component testing to support models

◦ Design test plan around uncertainty reduction 

Quality/Manufacturing:
◦ Tolerances

◦ Quality Assurance

31

Stress Mean Stress St. Dev. Predicted Reliability

90 30 0.610581

Strength Mean 20 0.663214

98.425 10 0.800246

Strength St. Dev. 5 0.954006

0



Conclusions & Next Steps

Test-Fail-Fix is incompatible with space nuclear systems
◦ Test/Development costs are too high

◦ Lower tolerance for failure

An updated reliability-driven design and test approach can already have significant impacts to 
current NTP programs

◦ E.g. some form of redundant pump system required

Future work involves quantifying impact of design changes on test plan

32
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Test Planning and Uncertainty Reduction

How can we decrease the need for full-scale ground testing?

Fundamentally, only two reasons full-scale ground testing is necessary and irreplaceable:
1. Integration testing

2. Model validation

Thus, to reduce full-scale ground testing, prioritize uncertainty reduction by other means:
1. Redesign – Fault Prevention & Tolerance

2. Derate/Modify Requirements – Lower mission 

35

Both forms of uncertainty/variance reduction



Predicted Reliabilities by End of Program
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Predicted 
Reliability

Non-Nuclear Subsystem (NNSS) 32.3%

Turbopump Assembly 55.6%

Pump Discharge Control 99.2%

Turbine Bypass Control 99.90%

Cooldown 88.1%

Nozzle Assembly & Pressure Vessel 99.91%

Thrust Structure & External Shield 99.996%

Gimbal Assembly 96.9%

Instrumentation & Control 68.5%

*Subscript represents number of times preceding number is repeated. E.g. 0.930 = 0.9990

Predicted 
Reliability

Nuclear Subsystem (NSS) 92.1%

Fuel & Central Support Elements 97.0%

Cluster Hardware 97.7%

Core Periphery 99.95%

Support Plate & Plena 99.996%

Internal Shield 99.9108%*

Reflector Assembly 99.5%

Control Drum Drive Actuators 99.996%

Structural Support Coolant Assembly 97.7%

[9]



Shannon’s Information Entropy Example

Entropy (H): a measure of the average uncertainty
◦ Maximum when all outcomes are equally likely

◦ Entropy is reduced through predictability (e.g. variance reduction)

Example Bjorkman Case Study: Component EMI Effects
◦ Test Objective: determine if newly added component is free of EMI from other components/factors

◦ Test Goal: reduce the uncertainty involved in knowing if one or more of the systems causes EMI effects

37

𝐻 𝑥 = −𝑝 ∙ log 𝑝 − 1 − 𝑝 ∙ log(1 − 𝑝)

A B C D E F Replicates

Test A 2 2 2 2 3 2

Test B 2 2 2 2 3 3

Test C 2 2 2 3 3 3 2



DESIGN
CHANGES

[4]

“Confidence” and the Purpose of Testing

38

[3]

“It is a long-standing challenge…to quantify the value of 
testing….Changing [it] to the quantification and planned 
mitigation of technical uncertainty eliminates this issue.”

– Transforming Ground and Flight Testing through Digital Engineering, 2020

“Confidence is a statistical term associated with the 
uncertainties involved in estimating reliability from a 
given sample of test data.”

– NERVA Probabilistic Design Training Course, 1972

“The prime purpose of the test program is to investigate these critical modes of failure 
as they affect the ability of the design to perform its required functions.”

- NERVA Reliability Plan, 1970



Summary of the Relationship Between Disciplines
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Systems Engineering

Integration & TestDesign Engineering

Reliability Engineering

Requirements identify failure modes 

Reliability analysis identifies design weaknesses
Physics-based analysis can predict reliability

Testing reduces design and reliability uncertainty
Reliability predictions dictate test program
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System-Level Conceptual Design

& Functional Requirements

ID # COMPONENT NAME QTY
FAILURE 

MODES
EFFECT ON SYSTEM OPERATION

MAX. 

CAT.

L. Op. I IIA IIB IIC IIIA IIIB IV MF

SYS Non-Nuclear Subsystem 44 155 A B C D E F G H I J K L M 22 531 214 119 236 359 551 165 IV

1 TURBOPUMP SUBSYSTEM 19 58 0 314 4 0 236 140 192 84 IV

1.1 Propellant Shutoff Valve (PSOV) 2 10 0 36 4 0 26 50 36 22 IV

Valve FM 01 001 -- -- -- IIA IIA IIA IIA IIA IIA IIA IIIB -- -- 0 7 0 0 0 1 0 0 Emergency mode operating capability only. IIIB

Effect 1 -- -- -- -- -- Not applicable. Valve is closed

Effect 2 IIA IIA IIA IIA IIA IIA IIA Loss of the capability of the valve to close degrades system safety through loss of the ability to isolate an external leak in the vicinity of a TPA.

Effect 3 IIIB Failure of a PSOV to close on demand results in excessive propellant losses during the subsequent coast periods, precluding completion of the mission. The engine does retain emergency mode operating capability. The PDKVA in the same leg would be required to close to prevent continuous flow of propellant to the nozzle and permit normal operation of the early cooldown and pulse cooldown phases. The TDBV would be required to seal to prevent direct loss of propellant through the TPA bearing and' out the nozzle. A potential leak path also exists via the TPA bearing, the TBV, the turbine bypass control subsystem and out the nozzle. However, this path could be blocked during the coast period by closing both bypass legs.

OPERATIONAL PHASES
OPERATING PHASE-FAILURE EVENTS BY 

FAILURE EFFECT CATEGORY

Coast Startup Shutdown Cool.

System-Level FMECA
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Component Failure Modes

Reliability Allocation

System-Level Reliability 

Requirements
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Component Failure Modes

Reliability Prediction

Component Failure Mode Analyses
• Historical Data

• Existing Test Data

• Subject Matter Expert Data

• Physics-Based Models
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