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Tony Donatelli

Reliability
• 2002-2003: HIMARS fielding
• 2004-2005: UAV mishaps

Software and Design
• 2006-2019: Army Game Studio

Logistics Engineering
• 2019-2024: LogLab



What is 
an LLM? 

It’s still Machine Learning

Transformers were originally for translation

Pre-training (Baking)

Fine-tuning (Icing)

Commence remixing And let’s discuss 
the non-technical



Models I 
Use

OpenAI ChatGPT (general use)

Anthropic Claude (writing)

Midjourney (images)

Llama 3 (open source)

NotebookLM (huge context)

Grok via X (fun)

Venice.ai (privacy)

Replit premium (in-line coding)

Gamma (presentations)

Canva (publications)



Best Practices

TELL IT 
EVERYTHING

STAY OPEN TO 
ANYTHING

EVERYTHING 
STARTS AT 70%

OUTLINE OUTLINE 
OUTLINE





Baking Reliability
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