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Background and Context

• System reliability and trust
• Trust miscalibrations can occur perceived reliability diverges from actual system reliability 

• system errors -> low perceived reliability -> undertrust

• consistently high performance -> high perceived reliability -> overtrust

Presenter Notes
Presentation Notes
- There is a relationship between the reliability of a system, the perceived reliability of the system, and the user's trust in the system

- in turn, trust in the system is miscalibrated



Background & Context
• System transparency and trust

• Increased transparency can negatively impact trust when system reliability is low
• Kluy & Roesler, 2021 (Human-robot interaction)

• Transparency – text and online videos providing additional information about the system’s process

• Low transparency + low reliability = low trust
• Low transparency + high reliability = high trust

• High transparency + low reliability = low trust

• High transparency + high reliability = high trust
• High transparency groups have more convergence

• Kaltenbach & Dolgov, 2017  
• Transparency – varied amounts of information about coffee machine status

• high transparency + low reliability = decreased trust 
• low transparency + low reliability = no change in trust

• High transparency only affects trust when reliability is low, not when it is high (Kluy & Roesler, 2021)

Presenter Notes
Presentation Notes
- I’ve seen so many fascinating studies this week looking at transparency and employing different types of transparency, but I just wanted to touch on a couple of studies quickly that examined transparency in relation to system reliability.

- transparency has a lot of different meanings and can be executed in a variety of different ways.

- We decided to try a new, unique method that conveys actual reliability through graphs.

Kluy & Roesler - The levels of reliability were implemented via robot failures in color detection. In the low reliable condition, the robot picked the wrong colored seat base in two of the six work cycles leading to a reliability of 66%. In contrast, the robot did not execute any error in the perfect (100%) reliable condition. Transparency was also varied twofold. In the high transparency condition, additional information regarding the system, as a text before the video, and regarding the process, as additional online information during the work cycles, were given. System transparency focused on system specifications and the possibility of an error, whereas process transparency expressed the work steps and awareness of the worker by the robot. In the low transparency condition, no additional information was provided.

Kaltenbach & Dolgov - two levels of transparency (single-line vs. multiline display) (water filtration levels normal, pressure increased, bean sorting levels normal)



Background and Context

• Transparency & AI
• Black box AI

• The inner workings of AI algorithms remain opaque, not only to users, but often 
to their creators as well.

• Transparent AI allows effective collaboration
• Interpretable AI – the information must be able to be understood



Background and Context

• Transparency & Reliability in AI
• Reliability and transparency are inherently related constructs 

• Reliability involves the ability to know that a system is operating as it should be

• The output of the system is often not enough information to 
determine whether it is operating correctly and in the intended 
manner

• Inner workings must be observable

• AI output is dynamic, largely user-driven, and the system is 
continuously learning and changing its output based on newly 
acquired knowledge

Presenter Notes
Presentation Notes
Reliability in AI has not yet been properly defined because AI output is dynamic, the interaction is largely user-driven, and the system is continuously learning and changing its output based on newly acquired knowledge




Background and Context

• Defining AI Reliability (Sullivan et al., in progress)
• 47 industry experts
• “Define 'reliability' as it relates to artificial intelligence (AI) and autonomy in 

your own words.”
• Performance Consistency (n = 26)
• System Dependability (n = 21)
• Accuracy & Precision (n = 17)

• “What factors affect reliability in an autonomous system.”
• Software & Algorithms (n = 16)
• Human Factors (n = 16)
• Data Quality (n = 13)

Presenter Notes
Presentation Notes
How do we view and assess whether AI is reliable?

AI reliability is different, so we wanted to get ideas on exactly how it might be different.



Aim of the Research
This study investigates how varying levels of transparency influence users' 
perceptions of an object detection AI system's reliability.



Methods
• 35 images

• 50% correct, 50% incorrect

• DV: Perceived reliability of the AI
• IV (interpretation of transparency information): 

• # clicks to receive more information
• Time spent on page

• We would expect an increase in 
transparency to lead to more 
accurately calibrated perceived 
reliability



Participants

• 27 UAH Undergraduate Students
• Under 20 years (n = 20, 74%)
• Female (n = 16, 59%)
• White (n = 20, 74%)
• Major:

• Psychology (n = 8, 30%)
• Nursing (n = 4, 15%)



AI Familiarity
• Are you familiar with the concept of 

object detection AI?
• Yes (n = 21, 78%)
• No (n = 6, 22%)

• Do you have a basic understanding of 
how AI systems function?

• Yes (n = 20, 67%)
• No (n = 7, 26%)

• Have you ever studied or taken courses 
related to AI or machine learning?

• Yes (n = 1, 4%)
• No (n = 26, 96%)

• How would you rate your understanding 
of the applications and implications of 
object detection AI?
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Results

Participants answered most correctly
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Participants were not motivated to receive 
more information about the decision-
making process

2
4

12

28

14

8
9

36

31

0

18

36

18

0

7

22

12

18
17

10

0

47

0

41

13

0 0
0

5

10

15

20

25

30

35

40

45

50

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

# 
To

ta
l C

lic
ks

Participant

Total # of Clicks for each Participant
M = 14.9M = 28.3



Results – Perceived Reliability

• M = 62.2
• Perceived to have above 

average reliability
• Expected to be about 50% 

reliable 
• AI missed about half
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Results

• Number of clicks showed a weak, non-
significant correlation with perceived 
reliability (r = .083, p = .682)

• Increased information led to a slight increase in 
perceived reliability

• Time spent on the page had a moderate, 
non-significant positive correlation with 
perceived reliability (r =.332, p = .091)

• Mean time spent on page = 5.94 seconds
• Increased information exposure led to an increase in 

perceived reliability
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Presenter Notes
Presentation Notes
Transparency led to an increase in people’s beliefs about the reliability of the system. This does not account for the actual reliability of the system.
We would hope that increased transparency would lead to accurately calibrated reliability of about 50%, but you can see that it actually led to an increase not a centering around 50%.



Results – Other Significant Correlations

• Reliability & Trust (r = .843, p < .001)
• Mean trust in the AI system = 2.89 (on a scale 

of 1-5)

• Familiarity with object detection AI & 
time on page (r = .512, p < .01)

• Explanations could have been too 
complex and required a higher level of 
understanding
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Results & Limitations

• Randomized, different 
images for each trial

• Task familiarity effect
• Transparency information 

was the same
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Limitations

• More data collection needed
• Task could have been too easy – about 27 of 35 correct 

answers
• Participants were not motived to learn more about the AI’s 

decision-making process – about 15 clicks for the whole task



Interpretation and Implications for 
Design
• In our study, even though the reliability of the AI was 50% 

participants perceived it to be more reliable if it was more 
transparent

• More research is needed to determine how to accurately 
portray AI reliability to users



Future Directions

• Optimization of transparency – users may not always need or have time 
for the maximum amount of information

• Presenting users with scenarios with varying levels of risk and system transparency
• Allowing users to choose the level of transparency
• Types of transparency

• Functional, informative, etc.
• What psychological factors mediate the relationship between transparency and 

trust
• Personality, acceptance, propensity to trust, etc.

Presenter Notes
Presentation Notes
- here we are showing them the actual reliability, but a user may not always have time to study and examine a graph, or need that level of detail. So next we want to know what the optimal level of transparency is.

- as I pointed out earlier there are many different ways to execute transparency and not all have the same level of usefulness



Thank you!
This work was supported by the U.S. Army Combat Capabilities Development 

Command (DEVCOM) Aviation & Missile Center (AvMC).
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